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Abstract. Building an echocardiography view classifier that maintains
performance in real-life cases requires diverse multi-site data, and fre-
quent updates with newly available data to mitigate model drift. Sim-
ply fine-tuning on new datasets results in “catastrophic forgetting”, and
cannot adapt to variations of view labels between sites. Alternatively,
collecting all data on a single server and re-training may not be feasi-
ble as data sharing agreements may restrict image transfer, or datasets
may only become available at different times. Furthermore, time and
cost associated with re-training grows with every new dataset. We pro-
pose a class-incremental learning method which learns an expert network
for each dataset, and combines all expert networks with a score fusion
model. The influence of “unqualified experts” is minimised by weighting
each contribution with a learnt in-distribution score. These weights pro-
mote transparency as the contribution of each expert is known during
inference. Instead of using the original images, we use learned features
from each dataset, which are easier to share and raise fewer licensing
and privacy concerns. We validate our work on six datasets from mul-
tiple sites, demonstrating significant reductions in training time while
improving view classification performance.

Keywords: class-incremental learning · multi-site learning · echocardio-
graphy.

1 Introduction

Echocardiography (echo) view classification is often a necessary first step in
automated image interpretation and analysis, as different tasks may require dif-
ferent views as input [19]. Several deep learning methods have been proposed
to this end [19,22,10,14] demonstrating excellent performance. To generalise and
maintain performance in real-life cases, view classifiers need to be trained on
a diverse multi-site dataset to accommodate varying acquisition, demographic,
and clinical parameters. However, these parameters may change over time, e.g.
with machine upgrades, modification of protocols, or changes in demographics.

ar
X

iv
:2

40
7.

21
57

7v
1 

 [
cs

.C
V

] 
 3

1 
Ju

l 2
02

4



2 Bransby et al.

Fig. 1. Examples of different views from WASE, CAMUS, Medstar, StG datasets.

Such changes require updating the classifier with newly available data to miti-
gate model drift [17]. Naive approaches like fine-tuning on a new dataset may
result in “catastrophic forgetting” [15], in which previous knowledge is forgot-
ten at the expense of the new information. Retaining previous knowledge while
learning on new data is the goal of incremental-learning [20].

Furthermore, newly available data (e.g. from sites with different protocols)
may have different sets of view labels. Labels can be characterised as “base”,
“novel”, or “overlapping”, depending on whether they are present in the original
data, the new data, or both. The goal of class-incremental learning (CIL) [20] is
to learn to classify the increasing label set over time. A straightforward solution
is to retrain using all data combined. However, this is not always feasible as data
sharing agreements may limit access or transfer outside the acquisition site; or
different datasets may be available at different times. In addition, retraining a
classifier when a new dataset becomes available is inefficient as the total training
time and cost grows considerably with the number and size of datasets.

A common approach for CIL is to use a single model, and update parts
or all of the weights using knowledge distillation [16,12,4] or weight regularisa-
tion [9,1]. Others learn additional parameters with dynamic architecture changes
[18,24,21], or by duplicating the model for novel data and pruning [25]. Wu et
al. [23] expand on this by duplicating and fine-tuning a base model for each new
dataset, resulting in set of expert model branches, each specialised on a single
dataset. They combine the output logits of the independently trained branches
using a learnt score fusion (SF) network that enables knowledge transfer between
base and novel classes. This leverages shared information between representa-
tions in different branches, but is sensitive to one branch contributing ineffective
information to another branch. We term this the “unqualified expert” problem
and may happen when there are differences in data distributions, caused for
instance by different label sets, patient demographics or scanner manufacturers.
As a result view predictions for out-of-distribution (o.o.d.) images can be incor-
rect, but also highly confident.

In this paper we address the problem of building an echo view classifier model
with multiple datasets from different sites (see Fig. 1) that are not simultane-
ously available and have different, overlapping sets of labels. To this end, we build
upon [23], and mitigate the “unqualified expert” problem by weighing the con-
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tribution of each branch by a learnt in-distribution (i.d.) score. This minimises
the influence of logits which are o.o.d. for a given input image, while maximising
the i.d. logits. Our weighting improves transparency as the contribution of each
model is known during inference, indicating the similarity between input data
and different training sets. Our method has the benefit of using learnt features
as input rather than images, which provides a simple workaround in cases where
licensing prevents image sharing but not sharing of byproduct features.

Contributions: We apply CIL to echo view classification and propose a new
i.d. score weighting that improves performance by minimising the influence of
“unqualified experts” and promotes transparency. We validate our method on six
datasets from multiple sites, demonstrating improved view classification with-
out needing to transfer images out of remote servers. By bypassing the need for
re-training with all data, the cumulative training time and cost is reduced with
further reductions achieved through more incremental steps.

2 Method

2.1 Problem Setting

Given a dataset D = {(xi, yi)}Ni=1, where xi represents an ultrasound image and
yi denotes the corresponding ground truth view label, the objective of view clas-
sification is to learn an image encoder ϕ and linear classifier W ∈ Rk×|Y|, where
Y is the set of labels in D and k is the size of the image features. The view label
is learnt by minimising the cross entropy loss between y and the label prediction
ŷ = σ(ϕ(x)W ) where σ(·) is a softmax function.

We first train a base model Mb = {ϕb,Wbb} on a large dataset Db with label
set Yb of base classes. We consider t incremental steps n ∈ {n1, n2, .., nt} each
with a dataset Dn and label set Yn. There can be varying degrees of intersection
between base classes Yb and the new label set Yn. For instance, there may be
novel classes not present in the base classes (Yn ∩Yb = ∅) or overlapping classes
(Yb∩Yn ̸= ∅). Our goal is to accurately predict all classes, regardless of whether
they are introduced in an incremental step, are novel, base, or overlapping.

Simply combining base and incremental datasets into a single set and retrain-
ing Mb from scratch is not ideal due to cost, time, and restrictive data licensing
as motivated in Section 1. Similarly, naively fine-tuning Mb on successive incre-
mental datasets Dn1,Dn2, ..,Dnt is difficult due to the changing size of the label
set, and ultimately results in catastrophic forgetting of the base classes Yb.

2.2 Score Fusion

We follow Wu et al. [23] where Mb is cloned and fine-tuned for each incremental
dataset Dn, yielding t + 1 expert models {Mb,Mn1, ..,Mnt} 3. This approach

3 We unfreeze all layers instead of freezing the first two convolutional blocks as in [23],
which we find improves performance.
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Fig. 2. Network architecture: predictions from expert branches are re-weighted by an
in-distribution score to minimise the influence of unqualified experts.

mitigates the problem of forgetting by retaining all weights; however, it intro-
duces a new challenge of selecting or combining experts during inference.

This is addressed with SF [23] that allows an expert to make a logit prediction
on its label set as well as the label sets of other experts. This allows for knowledge
sharing between branches and is useful for overlapping classes or shared seman-
tics. Specifically, the weights of an expert {ϕd,Wdd}, where d ∈ {b, n1, .., nt},
are frozen and used to compute a logit score zdd = hdWdd for its label set Yd

using feature vector hd ∈ Rk and the weight Wdd. To compute logit predictions
on label sets of other experts Yd′ , each expert learns an additional set of weights
Wdd′ for all d′ ∈ {b, n1, .., nt}, d ̸= d′. On each branch, we compute the final
logits zd by summing the logits contributed by each expert as follows:

zd =
∑

d′=b,n1,..,nt

hdWdd′ (1)

The logits from each branch are concatenated to give za. As overlapping
classes may be present between incremental steps, a logit for the same class may
appear several times in za. We follow [23] with a “knowledge pooler” to obtain
final logits z̃a by maxpooling the overlapping classes (See Fig 2). This enables
information sharing between experts, however some experts may have significant
differences in knowledge and contribute unhelpful information that deteriorates
performance. In the next section, we address the “unqualified expert” problem.

2.3 Weighted Score Fusion

Given an input image, we compute an i.d. score to weigh each expert’s logits
such that the influence of unqualified o.o.d experts is minimised and the influence
of i.d. experts is maximised. We do so by learning an attention-like weighting
vector A ∈ R|d| using a feed-forward network ϕA consisting of 3 linear layers,
the first two with ReLU activation and the last with a softmax.
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Table 1. Frequency of view labels in training, validation and test sets.

View Contrast Train Validation Internal Test External Test
Wase Camus Mstr StG Wase Camus Mstr StG Wase Camus Mstr StG Mahi UoC

A2C ✓ 0 0 0 1182 0 0 0 132 0 0 0 116 845 36
A3C ✓ 0 0 0 1208 0 0 0 137 0 0 0 119 429 23
A4C ✓ 0 0 0 1218 0 0 0 138 0 0 0 119 726 58
PLAX ✓ 0 0 0 923 0 0 0 125 0 0 0 86 6 4
A2C ✗ 4361 407 886 0 559 79 87 0 559 48 136 0 716 944
A3C ✗ 4012 0 900 0 501 0 87 0 492 0 108 0 679 493
A4C ✗ 6474 407 1668 0 811 42 166 0 801 48 202 0 825 1806
A5C ✗ 1127 0 355 0 127 0 40 0 138 0 44 0 147 145
PLAX ✗ 4661 0 1176 0 614 0 125 0 566 0 138 0 929 1072
PLAX-AV ✗ 1480 0 223 0 190 0 24 0 185 0 23 0 306 113
PSAX-AV ✗ 3936 0 448 0 488 0 44 0 515 0 60 0 597 612
PSAX-PM ✗ 3351 0 755 0 420 0 93 0 435 0 80 0 310 543
RV ✗ 0 0 462 0 0 0 72 0 0 0 60 0 60 318
SC ✗ 0 0 589 0 0 0 72 0 0 0 62 0 482 328
SC-IVC ✗ 0 0 398 0 0 0 47 0 0 0 49 0 242 275

Total 29402 814 7860 4531 3710 84 849 532 3691 96 962 440 7299 6700

We propose two strategies to learn A: (1) attention-weighted score fusion
(attn-wSF) where the concatenated feature vectors of all experts h ∈ Rk|d| are
used as input to ϕA; and (2) neural mean discrepancy weighted score fusion
(nmd-wSF), which uses the neural mean discrepancy (nmd) [3] as input. Nmd
is an out-of-distribution metric which measures the discrepancy between neural
means of an input image and the average neural mean of the i.d. training set. The
neural mean is calculated by averaging output activations of the convolutional
layers. Like with attn-wSF, we compute a nmd vector gd for each expert and
concatenate them to g ∈ Rp|d| where p is the size of the nmd vector.
Similar to Equation 1, we compute the final logits for each branch as follows:

zd =
∑

d′=b,n1,..,nt

hdWdd′Ad (2)

2.4 Multi-Site Training

Assuming that the incremental datasets are acquired at different medical sites,
which often impose data sharing restrictions, we propose a multi-site training
paradigm, which does not require transferring the image data. For every step,
the view classifier is cloned, transferred into the remote server, and fine-tuned
on dataset Dn. We then make five forward passes of the fine-tuned classifier Mn

on randomly augmented data from Dn to generate five different g and h vectors
for each example. We then transfer these vectors back to the local server, which
are used as input to train the weighted score fusion network.

3 Experiments & Results

3.1 Datasets

As base dataset Db, we use WASE-Normals (WASE) [2], a large multi-site propri-
etary dataset of 2,009 healthy volunteers acquired at 18 sites from 15 countries.
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Table 2. Quantitative Results for Internal Test Set (WASE, CAMUS, Medstar, StG
datasets). Best results in bold, and second best underlined

Experiment #Experts Data Transfer WASE CAMUS Medstar StG Average
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

Fine-Tuning (Constant) 1 None 0.0 0.0 0.0 0.0 0.0 0.0 83.9 83.7 7.0 3.9
Fine-Tuning (Expand) 1 None 1.9 3.1 0.0 0.0 3.9 4.3 85.5 87.2 9.3 4.8
Single Expert (WASE) 1 None 94.5 94.5 76.0 80.9 65.1 58.7 0.0 0.0 68.6 60.2
Single Expert (CAMUS) 1 None 24.4 15.8 95.8 95.8 25.3 16.1 0.0 0.0 22.6 13.8
Single Expert (Medstar) 1 None 80.6 83.0 69.8 76.2 80.0 79.5 0.0 0.0 74.2 72.0
Single Expert (StG) 1 None 0.0 0.0 0.0 0.0 0.0 0.0 94.1 94.1 6.6 3.4

Max Logit [6] 4 None 62.5 71.3 84.4 89.4 63.1 68.4 71.4 81.0 63.8 69.3
MSP [7] 4 None 56.1 61.9 92.7 94.2 45.0 49.2 59.8 72.0 55.0 58.6
Confidence Routing [23] 4 None 63.4 68.6 92.7 94.2 46.7 50.8 51.8 66.0 59.9 63.4

SF [23] 4 Features 93.9 94.0 89.6 90.4 80.3 80.0 92.7 93.6 91.2 91.1
attn-wSF (ours) 4 Features 94.1 94.3 95.8 95.8 81.4 80.9 93.9 94.0 91.8 91.7
nmd-wSF (ours) 4 Features 94.5 94.4 94.8 95.3 80.8 80.5 94.1 94.1 91.9 91.9

Combine & Retrain (oracle) 1 Images 94.1 94.2 95.8 95.8 82.1 82.1 90.2 90.5 91.6 91.5

We also use three incremental datasets: (1) CAMUS [11], a public dataset ac-
quired from 500 patients at University Hospital of St Etienne, half of which
are considered at pathological risk; (2) Medstar WASE-Covid (Medstar) [8], a
multi-site proprietary database of 870 patients with COVID-19 at 13 sites from
9 countries; 3) St George’s (StG), a proprietary stress echo dataset of 420 pa-
tients some with coronary artery disease. We validate our method on an internal
test set sampled from the four datasets and an independent external test set
from two proprietary datasets: (1) Mazankowski Alberta Heart Institute (MAHI)
consisting of 250 patients undergoing chemotherapy with cardiotoxic drugs; (2)
University of Chicago (UoC) consisting of 391 patients with cardiomyopathy.

We extract images from 15 echo view labels and artificially decrease the over-
lap between datasets by removing non-contrast examples from StG and contrast
examples from Medstar. As shown in Table 1, the resulting datasets have dif-
ferent label sets with varying degrees of overlap. Each dataset is split into train
(80%), validation (10%) and test (10%) sets at a patient level. A single random
frame (112×112) was sampled from each echo video. The final dataset has 42,622
train, 5,175 validation, 5,189 internal test, and 13,999 external test frames.

3.2 Implementation & Training

View classifiers use ResNet18 [5] architecture and were trained for 200 epochs on
a NVIDIA GeForce RTX 2080Ti with cross-entropy loss, Adam optimiser, batch
size of 64, and learning rate of 1e-3. The score fusion networks were trained
for 50 epochs with the same settings. Weights from the epoch with the highest
validation accuracy were saved. Hyperparameters were tuned on a held-out val-
idation set. We evaluate classification performance using accuracy and F1-score
metrics. Our method is implemented in PyTorch, and the code is available here:
https://github.com/kitbransby/class-incremental-learning-echo
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Table 3. Quantitative Results for External Test Set (MAHI, UoC datasets). Best
results in bold, and second best underlined

Experiment # Experts Data Transfer MAHI UoC Average
Acc F1 Acc F1 Acc F1

Fine-Tuning (Constant) 1 None 12.8 10.3 0.7 0.1 7.0 3.9
Fine-Tuning (Expand) 1 None 17.1 13.3 3.8 4.9 10.7 8.2
Single Expert (WASE) 1 None 55.9 45.5 72.9 67.8 64.1 55.1
Single Expert (CAMUS) 1 None 13.1 6.6 32.0 20.4 22.2 13.4
Single Expert (Medstar) 1 None 56.9 51.4 79.0 79.1 69.0 64.1
Single Expert (StG) 1 None 11.2 8.0 0.1 0.0 6.1 3.6

Max Logit [6] 4 None 43.2 44.0 61.2 68.6 51.8 54.7
MSP [7] 4 None 34.4 35.4 55.4 61.6 44.5 46.9
Confidence Routing [23] 4 None 38.2 39.4 57.1 63.2 47.3 49.7

SF [23] 4 Features 72.0 68.3 81.6 80.8 76.6 74.2
attn-wSF (ours) 4 Features 72.5 69.6 82.6 82.1 77.4 75.6
nmd-wSF (ours) 4 Features 71.6 69.5 79.8 79.5 75.5 74.3

Combine & Retrain (oracle) 1 Images 71.4 69.0 82.7 82.7 76.8 75.1

Fig. 3. Distribution of attention scores across a selection of test sets using attn-wSF
(top row) and nmd-wSF (bottom row). Note when using nmd, the attention scores are
pushed towards 0 and 1 which may reduce generalisability

3.3 Comparison to Existing Methods & Ablation Study

We validate our method on an internal test set (WASE, CAMUS, Medstar, StG)
to measure performance on incremental datasets seen during training, and an
external set (MAHI, UoC) of data not seen during training to measure general-
isability. Results are presented in Tables 2 and 3, respectively.

We demonstrate that naively fine-tuning a classifier on successive datasets
results in “catastrophic forgetting”. We test two configurations, one where the
classifier head is replaced at every step, and a second that expands to accommo-
date novel classes [13]. These do not require data transfers and perform well on
the final dataset (StG) but forget learning from previous data. We also explore
other methods that do not require data transfer such as using a single expert
and find they perform well on i.d. data but do not generalise well on o.o.d data.

Our primary comparison is to the training oracle where the model is retrained
with all data combined at each incremental step. This method is preferred given
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Fig. 4. Efficiency analysis: Cumulative training time (a) and inference time (b).

unlimited compute, time constraints and data access, which are not typically
available. On average our method outperforms the oracle on both the internal
and external sets, including four out of six individual datasets.

In addition, we ablate our weighting method, demonstrating that attn-wSF
and nmd-wSF lead to an improvement in performance when compared to SF [23].
We find that nmd-wSF performs best on the internal test set, however, attn-wSF
generalises better to the external test set. We theorise that nmd vectors for each
dataset are quite distinct, therefore the i.d. scores are pushed towards 0 and 1
during training (see Fig. 3). When presented with datasets from the external
test set the attention mechanism deteriorates as it considers the input image
o.o.d. for all experts.

Finally, we compare different confidence-based methods that select the best
prediction from multiple experts, these include: (1) Max Logit [6] that selects
the max logit for each class; (2) MSP [7], that selects the max softmax for each
class; (3) Confidence Routing [23] that selects the expert with the highest soft-
max probability, and uses its softmax prediction as the final prediction. All such
approaches perform poorly, perhaps as classifiers are optimised to be overconfi-
dent leading to predictions which are uncorrelated with confidence measures.

Fig. 4 shows that our wSF methods reduce the cumulative training time,
and this grows significantly with the number of datasets. Our attention-based
weighting module has minimal computational overhead. While inference time is
larger when using multiple experts, this can be reduced with parallelisation.

4 Conclusion

Echo view classifiers require training on diverse multi-site data, and frequent
updates with newly acquired data to avoid model drift. We address the prob-
lem of updating such a model using multiple datasets with partly overlapping
label sets that are from different sites and may not be simultaneously available.
We propose attn-wSF and nmd-wSF, two CIL methods that train and combine
predictions from multiple experts models with a learnt i.d. weighting which min-
imises the influence of o.o.d predictions from “unqualified experts”. Our results
demonstrate improved view classification with significantly reduced cumulative
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training time and without needing to transfer images out of remote servers. We
aim to extend our wSF methods by training multiple experts within a single
branch, which would reduce the memory requirements and inference time.
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